‘e o* inghialljl

& DARALMANDUMAH

Aipa s La Ll o cig B2 sy T

Design of A Computerized Adaptive Pressure Control System Ulgusll
Ebrahim, Hasan Mohammed Mahmoud eI N ROS 9|

Tolbah, Farid. Abd Alghany, Samir Mohamed(super) VICY VY73
1990 oS> Mol gy, Ll

3 o lall &390

1-93 1ol=aall

565623 :MD 3,

ol JSlw, ' Sgizeall g9

English :axlll

> bo allw, 1auolell ax)all

o) al a2ol> asol=ll

awaigll ads radsdl

»ao raJgall

Dissertations 10logleoll aclgd

sl oo @dlall (aSoSuedl acwasgll :Raolgo
https://search.mandumah.com/Record/565623 ol

‘ K abgaxo Sgaxl gaos anghaioll > 2019 ©
83Loll 038 dclib ol Jroxi iy .abogamo il Bgi> e Ol lole ouinill Boi> ool 2o g3gall Syl (sle cly dslio b3loll 040
wlxol o d\b QUi V9> (Es\.ig)lil\" _l,g).gJ| 9| C.J):.i\” &'9|9.o J.io) Q.L.wg sl petel ).u.l.a.” 9| JJszJ| 9| é.a.u.i.” &ioug Jnad M|p|.\.§clw\u

Ol LAC U Zyl_ilsl

nghiall ls of il Bgas

www.manaraa.com



https://search.mandumah.com/Record/565623

TABLE OF CONTENTS :

ACKNOWLEDGMENT

INTRODUCTION AND RESUME

1. SURVEY ABOUT THE ADAPTIVE CONTROL

1.1 INTRODUCTION

1.2 Approach to adaptive control

1.3 Theory

1.4 Uses and abuses of adaptive techniques
1.5 Applications

Conclusion

2. ADAPTIVE CONTROL SYSTEM CONFIGURATION AND ANMNALYSIS

2.1 Introduction

2.2 Modeling of the plant

2.3 Process model for channel (1}
2.4 Process model for channel (i1

2.5 Processing the step-response data to pget
the pltant transfer function

2.6 Controller tuning
2.7 Ooptimum tuning using the frequency response

summary

12

13

15

19

22

28

30

35



http://www.tcpdf.org

‘e o* inghiialljl

4 DARALMANDUMAH

Apa M hay L all o cigp 82 alg. T

Design of A Computerized Adaptive Pressure Control System Ulgusll
Ebrahim, Hasan Mohammed Mahmoud HESWI N RES. |

Tolbah, Farid. Abd Alghany, Samir Mohamed(super) RVICY IROPS -7
1990 1S>Maodl gy, Ll

8 olall 1&3g0

1-93 1olxeall

565623 :MD 3,

&ol> Jlw, ' Sgizeol| g9

English azll

s> bo allw, rauolell ax)all

OO ul Azol> raso =l

awaigll ads raudsdl

»a0 r@Jgall

Dissertations 10logleoll aclgd

5l hes @8lall (S uSiodl atwaupll :uolgo
https://search.mandumah.com/Record/565623 ol

( ( albgazo Soazl gaa> .oghaioll I 2019 ©
83ladl 038 aclb ol Jros 2liSey .abgazno il Boi> gaox 0l Lole sl Bga> ool go gdsall BVl (sle sl d>bio 3kl 01n
ol o o s Uss (csigSIV 3l of iVl gélgo Jio) @liwws oSi yue inidl ol Jugmill ol duaill gioug ass (sazeinll olasiwl

ol Lal Zyl_i.lbl

coghiall ,ls of ,iudl Bga>

www.manaraa.com



https://search.mandumah.com/Record/565623

AIN SHAMS UNIVERSITY
FACULTY OF ENGINEERING

DESICN OF A COMPUTERIZED
ADAPTIVE PRESSURE CONTROL SYSTEM

By

Hasan Mohammed Mahmoud Ebrahim
THESIS

Subnitted in Partiatl Fulfiilment of the
Requirements for the degree of

Master of Science in Mechanical Engineering

Supervised by

Prof. Samir M, Abdel- Ghany Prof. Farid A. Tolbah
Enerpgy and Automotive Dept. Desipgn and Prod. Dept,
Faculty of Eng. Faculty of Eng.

Ain Shams University. Ain Shams University.

Caireo - 1990



Examiners Committee :

1)

&)

3)

1

Name, Title & Affiliation Signature
Prof. Samir Mohammed Abdel-Ghany.
=._
Dept. of Energy and Auto. Eng. b (G /490

Faculty of Eng. Ain S__hans Univ.

Prof. Sayed DesouKy Hasan

Head of Aeronauticat Eng. Dept. S pA—

Facuity of Eng., Cairo Univ.

Prof. Farid Abdel-Aziz Toibah.

Dept. of Design and Production Eng.

Faculty of Eng., Ain Shams Univ.

Prof. Zakaria Gheniem Ahmed Ghoniem "\C—//'

Dept. of Energy and Aute. Eng.

Faculty of Eng. Ain Shams Univ.

Date J/ / 1990



STATEMENT

This dissertation is submitted to AiIn Shams University for
the depgree of master in mechanical engineering.

The work included in this thesis was carried out by the
author in the Department of Energy and Autometive Engineering,
Ain Shams University, from 19856 to 1990.

Mo part of this thesis has been submitted for a degree or a
qualification at any other University or Institution.

Date : /7 J 1990
Signature

MName ¢ Hasan M. M. Ebrahim.



ACKNOWLEDGMENTS

i would like to express my thanks and appreciation te Prof.
Samir M, Abdel-Ghany for his continuous guidance and
assistance throughout this work. Also, | would liKke to express
my thanks and gratitude to Prof. Farid Tolbah for his valuable
directions that allowed me to conceive of and carryout this

work.




Chapter (3] introduces a brief description of the
experimental adaptive control station, including the
conventional pneumatic control contour beside the interfaces
of that contour to the data acquisition- and control unite
mastered by the control computer.

Chapter [4] includes the software flow chart and the
impltementation of the adaptation algorithm as a control
program for the computer. The test procedures either for the
conventional and the adaptive systems are included in this
chapter. The whole set of results and a hard copy are given in
the appendices and also in the text.

Chapter [5] includes the diascussion of the results and the
important conclusions of the presented work.
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CHAPTER (1]

SURVEY ABOUT THE ADAPTIVE CONTROL

Progress in theory and systems applications of adaptive
control is reviewed. Different approaches are discussed with
particular emphasis on model reference adaptive systems and
self tuning regulators, Techniques for analysing adaptive
systems are discussed. This includes stability and convergence

analysis. 1t is shown that adaptive control laws can ailso be
obtained from stochastic c¢ontrol theory. Issues of importance
for applications are covered. This includes parametric,

tuning, and tracking as well as different ways of using
adaptive control. An overview of applications is given.

1.1 INTRODUCTION

According to Wwebster,s dictionary, to adapt means “to change
(oneself) so that one,s behavior will conform to new or
changed circumstances”. The word adaptive control have been
used at least from the beginning of the 1950s. There is for
example, a patent on an adaptive regulator by Caldwell (1950).
Over the vyears there have been many attempts to define
adaptive controt (Truxal, 1964; Saridis, Mendel and Nikolic,
197 3). Intuitively an adaptive regulator can change its
behaviour in response to changes in the dynamics of the
process and the disturbance. Since ordinary +feedbackK was
introduced for the same purpose, the question of the
difference between feedback control and adaptive control
immediately arises, A meaningful definition of adaptive
control which maKes it possible to look at a regulator and
decide if it is adaptive or not is still missing. There
appears, however, to be a consensus that a constant gain
feedback is not an adaptive sSystem. In this work | will
therefore take the pragmatic approach that adaptive control is
simply a special type of nonlinear feedback control. Adaptive
controt often has the characteristic that the states of the
process can be separated into two categories, which change at
different rates. The slowly changing states are viewed as
parameters.

Research on adaptive control was very active in the early
1950s. It was motivated by design of autopilots for high
performance aircraftis. Such aircrafts operate over a wide

range of speeds and altitudes. it was found that ordinary
constant gain, linear feedback can work well in one operating
condition. However, difficulties can be encountered when
operating point conditions change. A more sophisticated

regulator which works well over 2a wide range of operating



conditions is therefore needed. The work on adaptive flight
control was characterized by a lot of enthusiasm, bad hardware
and nonexisting theory. A presentation of the results is given
in Gregory (1959) and Mishkin Braun (1961). interest in the
area diminished due to lack of insight and a disaster in a
flight test (see Taylor and AdKins, 1965).

in the 19603 there were many contributions to control theory,
which were important for the development of adaptive control.

State space and stability theory were introduced. There were
also important results in stochastic control theory. Dynamic
programming introduced by Bellman (1957, 1961) and dual

control theory introduced by Feldbaum (1960a, b, 196ta, b,
1965), increased the understanding of adaptive processes.
Fundamental contributions were also made by TsypkKin (1971) who
showed that many schemes for learning and adaptive control
could be described in a common framework as recursive
equations of the stochastic approximation type. There were
also major developments in system identification and parameter
estimation ( Astrom and EyKhoff, 1971 ).

The interest in adaptive control was renewed in the 11970s.
The progress in control theory during the previous decade
contributed to an improved understanding of adaptive control.
The rapid and revolutionary progress in microelectronics has
made 1t possible to implement adaptive regulators simply and
cheaply. There is now a vigorous development of the field both
at universities and in industry.

There are several surveys on adaptive control. The early work
was surveyed by Aseltine, Mancini and Sarture (1958); Stromer
{(1959) and Jacobs (1961).

Surveys of special areas in the field were given by Landau
(1974); wittenmark (1975); Unbehauen and Schmidt {(1975);
Parks, Schaufelberger and Schmidt (1980). The papers by Truxal
(1964) and Tsypkin (1973) have also given enlightenment
perspective, An extensive bDibliography which covers more than
700 papers is given by Asher, Andresani and Dorato (1976).
Three Dbooks, Narendra and Monopoli (1980); Unbehauen (1980);

Harris and Billings (1981), contains representative
collections of papers dealing with recent applications. when
selecting the material! of this survey part, | deliberately

choosed to focus on the simplest types of adaptive regulators.
The idea is to describe the principles behind those adaptive
schemes which are now finding their way towards applications
angdg products, This means that many interesting adaptive
schemes are Ilift out. Self-optimizing controls were recently
surveyed by Sternby (1980). Other forms of adaptations that
occurs in learning systems and in Dbiological systems are
described in Saradis (1977); Mendel and Fu (1970).



1.2 APPROACHES TO ADAPTIVE CONTROL

Three schemes for parameter adaptive control-gain scheduling
model reference control and self-tuning regulators-are
described in a common framework. The starting point is an
ordinary feedback control loop with a process and a regulator
with adjustable parameters. The Key problem is to fined a
convenient way of changing the regulator parameters in
response to change in process and disturbance dynamics. The
schemes differ only in the way the parameters of the regulator
are adjusted.

t.2.1 Gain scheduling

It is sometimes possible to find auxiliary variables which
correlate well with the changes in process dynamics. It is
then possible to reduce the effects of parameters variations
by changing the parameters of the regulator as functions of
the auxiliary variables figure (1.1). This approach is calied
gain scheduling because the scheme was originally used to
accommodate changes in process gain only.

The concept of scheduling originated in connection with
development of flight control systems. In this application the
Mach- number and the dynamic pressure are measured by air data
sensors and used as scheduling variables,

The Key problem in the design of system with gain scheduling
is to find suitable scheduling variables. This is normally
done based on Knowledge of the physics of a system. For
process control the production rate can often be chosen as
scheduling variable since time constants and time delays are
often inversely proportional to production rate.

when scheduling variables have been obtained, the regulator
parameters are determined at a number of operating conditions
using some suitable design method. Stability and performance
of the system are typically evaluated by simulation.
Particular attention is given to the transition between
different operating conditions. The number of operating
conditions is increased if necessary.

One drawback of gain scheduling is that it is an open loop
compensation. There is no feedbacK which compensates for an
incorrect schedule. Gain scheduwling c¢an thus be viewed as
feedbacK control system where the feedback gaing are adjusted
by feed forward compensation. Another drawback of gain
scheduling is that the design is time consuming. The regulator
parameters must be determined for many operating conditions.
The performance must be checked by extensive simulations. Gain
scheduling has the advantage that the parameters can be
changed very quickly in response to process changes. The
limiting factors depend on how quicKly the auxiliary



measurements respond to process changes.

There is a controversy in nomenciature whether gain
scheduling should be considered as an adaptive system or not
because the parameters are changed in open loop. Irrespective
of this discussion, gain scheduling is a very useful technique
to reduce the effects of parameter-variations. It is in fact
the predominant method to handle the parameter variations in
flight control systems (Stein, 1980). There is a commercial
regulator for process control Micro-Scan 1300 made by Taylor
Instruments which is based on gain scheduling (Andreiev, 1977)

1.2.2 Mode! reference adaptive systems (MRAS)

Another way to adjust the parameters of the regulator is
shown in figure (1.2). This schemes was originally developed
by Whitaker, Yamron and Xezer (1958) for servo problem. The
specifications are given in terms of a reference model which
tells how the process output ideally should respond to the
command signal. Notice that the reference model is part of the
control system. The regulater can be thought of as consisting
of two loops. The inner loop i8S an ordinary control Iloop
composed of the process and the regulator. The parameters of
the regulator are adjusted by the outer loop, in such a away
that the error e between the model output ym and the process
output y becomes small. The outer loop is thus also a
regulator loop. The Key probiem is to determine the ad justment
mechanism so that a stable system which brings the error to
zero is obtained. This preblem is nonatrivial, It is easy to
show that it cannot be solved with a simple linear feedback
from the error to the controller parameters.

The MRAS was originally proposed by Wwhitaker and co- workers
(1958). Further work was done by Parks (1966), Hang and Parks
(1973), Monopoli (197 3), Landau (1974) and lonescu and
Monopoli (1977). There has been a steady interest iin the
method (Hang and Parks, 1973). Landau,s8s book (Landau, 1979)
gives a comprehensive treatment of work up to 1978. It also
includes many references. Recent contributions are discussed
in section (1.3).

The MRAS shown in figure (2) i8 called a direct scheme
because the regulator parameters are updated directly. There
are also other MRAS schemes where the regutator parameters are
updated indirectly (Narendra and VYalavani, 1979).

1.2.3 Self- tuning regulators (STR)

A third method for adjusting the parameters is to use the
self-tuning regulator. such a system is shown in figure (1.3).
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The regulator can be thought of as composed of two loops, the
inner loop consists of the process and an ordinary linear
feedbacK regulator. The parameters of the regulator are
adjusted by the outer loop, which is composed of a recursive
parameter estimator and a design calculation, To cobtain good
estimates it may also be necessary to introduce perturbation
signals. This function is not shown in figure 3 in order to
keep the simple.

The self-tuning regulator was originally developed for the
stochastic minimum variance control problem {Astrom and
wittenmark, 1973). Since the approach is very flexible with
respect to the underitying design method many different
extensions have been made. self-tuners based on phase and
amplitude margins are discussed in Astrom (1982).

Pole-placement self-tuners have been investigated by many

authors Edmunds (1976); Wouters (1977); Wwellstead and co-
workers (1979); Wellstead, Prager and ZankKer; Astrom and
wittenmark (1980). Minimum self-tuners with different

extensions are treated in Peterka (1970, 1982); Astrom and
wWittenmark (1973, 1974); Clark and Gawthrop (1975, 1979);
Gawthrop (1977). The LOG design method is the basis for the
self-tuners presented in Peterka and Astrom (1973); Astrom
(1974); Astrom and Zhao- ying (1982); Menga and Mosca (1980).

The self-tuner alsoe contains a recursive parameter estimator.
Many different estimation schemes have been used, used, for
example stochastic approximation, least squares, extended and
generalized least squares, instrumental variables, extended
Kalman filtering and the maximum liKelhcod method

The self-tuning regulator was coriginally proposed by Kalman
{1958), who built a special purpose computer to implement the
regulator. Several experimental investigations were carried
out as digitat computers became available. the self-tuning
regulator has recently received considerable attention because
it is flexible, easy to understand and easy to implement with
microprocessors (Astrom, 1980a; Kurz, Isermann and SsSchumann
1980; Isermann, 1980a).

The self-tuner shown in figure (1.3) is called an explicit
STR or an STR based on estimation of an explicit process
model. 1t is sometimes possible to re-parameterize the process
so that it can be expressed in terms of the regulator
parameters. This gives a significant simplification of the
algorithm because the design calculations are eliminated. Such
a self-tuner is called an implicit STR because it i3 based on
estimation of an implicit process model.



Relations between MRAS and STR

The MRAS was obtained by considering a deterministic servo-
problem and the STR by considering 2a stochastic regulation
problem. In spite of the differences in their origin it is
clear from figures (1.2) and (1.3) that the MRAS and the STR
are ciosely related. Both systems have 1two feedback loops. The
inner loop is an ordinary feedback loop with a process ang a
regulator, The regulator has adjustable parameters which are
set by the outer loop. The adjustments are based on feedback
from the process inputs and outputs. The methods for design of
the inner loop and the techniques used to adjust the
parameters in the outer loop may be different, however.

The direct MRAS is closely related to the implicit STR and the
indirect MRAS to the explicit STR.

t.3 Theory

The closed loop systems obtained with adaptive control are

nonlinear, This makKes analysis difficult, particularly if
there are random disturbances. Progress in theory has
therefore been slow and painstaking. Current theory gives
insight into some special problems. Much work still remains

before a reasonably complete theory i3 available. Analysis of
stability, convergence, and performance are Key problems.
Another purpose of the theory is to find out if control
structures like those in Section (1.2} are reasonable, or f
there are better ways to do adaptive control

1.4 Uses and abuses of adaptive technigues

Before going into the details of applications of adaptive
control some different ways to use adaptive techniques wll be
discussed.

1.4.1 Auto-tuning

it is possible 10 tune regulators with three to four
parameters by hand if there i3 not too much interaction
between adjustments of different parameters. For more complex
regulators it is however necessary to have suitable tuning
tools. Traditionally tuning of more complex regulators have
followed the route of modelling or identification and
regulator design. This is often a time-consuming and costly
procedure which can only be applied to important loops or to
systems which are made in Jlarge quantities.

Both MRAS and the STR become constant gain feedback controls
when the estimated parameters are constant, Compare figures



(1.1) and (1.3). The adaptive loop can thus be used as a tuner

for a control Iloop. In such applications the adaptation loop
is simply switched on, perturbation signals may be added. The
adaptive regulator is run until the performance is

satisfactory. The adaptation loop i3 then disconnected and the
system is left running with fixed regulator parameters. Auto
tuning c¢an be considered as a convenient way t¢ incorporate
automatic modelling and design into a regulator. It widens the
class of problems where design methods can be used cost
effectively.

Automatic tuning can be applied to simple PiD-controllers as
well as to more complicated regulatoers. For minimum variance
control the performance evaluation can be done simply by
monitoring the covariances of the inputs and outputs ({Astrom,
1970). Tuning <c¢an then be initiated when there are indications
that a loop is8 badly tuned.

It is very convenient to introduce auto-tuning in a DDC-
packKage. One tuning algorithm can then serve many loops. Since
a good tuning ailgorithm only requires a few Kbytes of memory
in a control computer substantial benefits are obtained at
marginal cost,

1.4.2 Automatic construction of gain schedules

The adaptive control locop may also be used to build a gain
schedule. The parameters obtained when the system is running
in one operating condition are then stored in a table. The
gain schedule is obtained when the process has operated at a
range of operating conditions, which cover the operating

range.
There are also other ways to combine gain scheduling with
adaptation. A gain schedule can be used to quickly get the

parameters into the correct region and adaptation can then be
used for fine tuning.

1.4.3 Adaptive regulators

The adaptive techniques may of c¢ourse also be used for
genuine adaptive control of systems with time varying
parameters. There are many ways to do this.

The operator performance is important, since adaptive
regulators may ailso have parameters which must be chosen, It
has been the experience that regulators without any externally
adjusted parameters can be designed for specific applications,
where the purpose of control can be stated as a priori The
shipsteering autopilot is such an example.

In many cases it is, however, not possible to specify the
purpose of control a priori. it is at least necessary to tell
the regqulator what it is expected to do. This can be done by



introducing dials that give the desired properties of the
closed loop system. Such dials are called performance related.
New types of regulators can be designed using this concept.
For example, it is possible to have a regulator with one dial,
which is labelled with the desired closed-loop bandwidth.
Another possibility would be to have a regulator with a dal,
which is labelled with the weighting between state deviation
and control action in a LQG problem. A third possibiity would
be to have a dial labelled with the phase margin or the
amplitude margin.

Abuses of adaptive control

An adaptive regulator, being inherently nonlinear, is more
complicated than a fixed gain regulator. Before attempting to
use adaptive control it is therefore important to first
examine if the control problem c¢annot be Ssolved by constant
gain feedback. Problems of this type have only rarely been
investigated. Two exceptions are Astrom (i1980Db) and Jacobs
(1980). in the wvast literature on adaptive control there are
many cases where a constant gain feedback can do as well as an
adaptive regulator. A typical examptes is the very ambitious

feasibility study of adaptive autopilots for autopilots for
air crafts (IEEE, 1977). The aircraft used in the experiments
could easily be controlled with conventional methods.

Notice that it is not possible to judge the need for adaptive
control from the variations of the open loop dynamics over the
operating range. Many cases are Known where a constant gain
feedback can cope well with considerable vamations in system
dynamics (Astrom, 1980d). There are also design techniques for
constant gain feedbackK that can cope with considerable gain
variations {(Horowitz, 1963).

1.5 Applications

There are over 1500 papers on adaptive control, several
hundred simulations have been performed, and more less number
experiments on laboratory processes have been made, Adaptive
techniques are also starting to be used in commerc:al
products. An overview of the applications 15 given iin this
section.

1.5.1 industrial feasibility studies

There have been a number of industrial feasibility studies
of adaptive control. The following references covers some of
the major studies, [19], [27), [30], [31), [33) and [48)]).

The references above and recent boOoOKsS on applications of
adaptive control, Narendra and Monopoli (1980) and Unbehauen
(1980), contain more details and many additional references,



new or changed circumstances(adaptation). The controller was
supplied with a stepping motors unit connected to its
adjustabte dials (PB %, T{i)). The HP-computer, using the
attached software, would drive the stepping motors to change

the parameters with the predefined values. Of course the
problem was to minimize the system steady state error. The
proposed adaptive scheme has led to some important

recommendations which are discussed and given in chapter [5).

"



CHAPTER (2]}

ADAPTIVE CONTROL SYSTEM CONFIGURATION
AND ANALYSIS

2.1 Introduction :

The industrial pneumatic process, in the present work, is
assembled in the 1lab., and contains two vessels connected by

an air supply and a disturbance valve, The problem is to
maintain constant pressure in vessel (Il), irrespective the
variation of the disturbance valve opening. Thus, a feedback
control 1oop has been built. The feedback system layout s

illustrated in chapter [3].

The pressure in vessel (lI) is controlled by using the
pneumatic Pl- controller in figure (3.7). The parameters of
the controller are adjusted for driving the control valve
trying to maintain constant pressure in vessel (lI). The plant
model is usually an approximation to the actual dynamic
behavior, and even then the parameter values in the model are
often not precisely Known and may also vary wdely with the
operating conditions,

The process at a certain pressure (in vessel 1) responds
differently to the disturbance changes than at any other
pressure. Then the parameter variation of the plant and also
the existing nonlinearity will force the system to operate far
from the desired conditions. For very wide parameter
variations, the adaptive control schemes which adjust the
controller parameters may be necessary.

The adaptive control schemes can take a number of forms but
as the name suggests, they are intended to provide improved
performance by adapting themselves to changing conditions., The
most common successful approach to adaptive control is a
preprogrammed or scheduled scheme in which the system
measurements (set point and disturbance valve opening) that
are causing the changes in the controlled system’s parameters
and continuously adjusts the controller parameters to
accommodate the current situation.

In the present work the adaptive algorithms based on the
integral criterion are used. The ITAE criterion was chosen and
used for determining the controller parameters for several
operating conditions,

12



2.2 Modeling of the plant

iIn this chapter, the mathematical model of the proposed
industrial process is derived,

The state of any physical plant may be disturbed by the effect
of all signals and disturbances applied on it.

The signals and disturbances may be classified as follows

a- Disturbances (external uncontrolled signals) which may be
classified into observable (can be measured) and unobservable
{can’t be measured) signals.

b- Control actions which may be generated by the controller
and fed to the plant to correct its controlled parameters.

The methods which may be used to determine plant model can be
classified into :

a- Analytical methods.

b- Experimental methods.

c- Methods using both the analytical and the experimental
techniques (engineering method).

The process under consideration represents a prototype model
of two air vessels connected in series as shown in figure
(2.1). They are filled with air by means of a control valve
whose opening represents the control action ,the disturbance
signal in this process is the disturbance valve opening.

The two vessels are of the same volume, and it is assumed that
the air inside the vessels flowing isothermally (see figure
2.3).

The two vessels can be represented by a block diagram of two
channels as shown in figures (2.1) and 2.2) :

a- Channel (1) which relates the disturbance valve opening
and the process variable (P).

b- Channel () which relates the control valve opening and
the process variable (P).

The analytical methods are to be used for determining the
skeleton of the mathematical model, while the experimental
techniques are used to get the parameters of the analytically
obtained skeletons.

13
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Figure (2.1) Plant schematic diagram.
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2.3 Process Model For Channel [I] :

From figure (2.3); for vessel (11

The mass balance equation of vessel [1] can be written in
the form :

—————— = =m Ca.l);

The air in this process is treated as a perfect gas,i.e.:

PV = Mzk T

Assuming that the temperature is constant, then :

d P X
v —a-z—— = RgT -a"---
d d P
————ii = ¢ ===l c2.1ad
d t at °’ :
Y
where o< = -ﬁg;-f'

=m -m c2.2;

d P
—-E—- = C a—c—— C2.2ad

15



But m_ = £fCp, w
m;> am °
<
T i FR A el SR
oMo PH
(=)
= mg'o+ K1 Ap + K2 A u 2.3
where A 4 = small change in the disturbance valve opening

AP small change in the pressure in vessel [II).

The partial defferintial terms are substituted by
constants when all the variables change with small
perturbations around the normal operati ng conditions,i.e.

m =f(p1,p)

o o
=] 2 m 2
= + tm———— + emcea—
mz.o a . A pt a &P
P . P . P
1,0 o 1,0 o
=m +K_ Ap +K Ap c2. 4
2,0 3 3 <+

By summing equations €1.1> and C1.2)> :

d P, d t

=]
CTd@tTte ggmroAMm

From equation €1.3), we have :
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d . P
C ===r=- + C 370" 3 - K1 A p - K2 A p

Taking the Laplace transformation for both sides of the

last equation [assuming zero initial conditionl], we get :

c S P1CS) + ¢ SP(s) = = K‘P(s) - Kz pu €s) 2.5

Eleminating P1(s) from equations €1.1) and (1.4, we have:

c SP(s) = =-=K_ P (s) - K P (s
1 3 | O 4
K4
P1(s) = - =ZTE3 kT 2. 62

From equation (1.6) in equation (1.95)

K
+4
cs [ - ‘E“§'$“E;' PCs) ] + ¢ S PCsd = - K P(s) -K, u(sd
K4 c S
[ = =273k +c S + K‘ } PCs) = - Kz p (s)

[czsz+c1<+:<-1<) eS + KX ]PCS) a - KCcS + K> uCsd
3 4 1i 3 2 3

Then the transfer function for channel [Il is

17



M
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Vessel 1 Vessel II _d;}___

: ( Temperature).

: { Volume ).

: ( Mass of air inside vessels I , Il ) .
: ( Mass flow rate ) .

: ( Pressure )} .

Figure ( 2.3 ) Schematic diagram for channel I
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K (c S + KD
2 3

2.4 Process Model for Channel [(II] :

Refering to figure (2.4), the mass balance equation for
vessel [I) is @

d M

—--""‘.' = mo - m

d 1

d H1 d . o o

—a-z— = C -—a-—z— = mi_ mz C2. 8>

For vessel {111, the following expressions can be
obtained :

dM = o o _ d p_
rinty = m1 m3 = ¢ at (2.9
[a)
m_ = f C A, px)
[=] (=]
m =m + K AN + K Ap C2.100
1 1,0 = s 1
mC = mS  + K_Ap + K_ Ap c2.11>
2 2.0 rd 1 8
> L]
m. =m + X aAp + K Au c2.127
) 3,0 o 10

Summing equations (1.8) and (1.9), we have :

d p d p
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